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The accurate in silico identification of T-cell epitopes is a critical step in the development of peptide-based vaccines, reagents, and diagnostics. It has a direct impact on the success of subsequent experimental work. Epitopes arise as a consequence of complex proteolytic processing within the cell. Prior to being recognized by T cells, an epitope is presented on the cell surface as a complex with a major histocompatibility complex (MHC) protein. A prerequisite therefore for T-cell recognition is that an epitope is also a good MHC binder. Thus, T-cell epitope prediction overlaps strongly with the prediction of MHC binding. In the present study, we compare discriminant analysis and multiple linear regression as algorithmic engines for the definition of quantitative matrices for binding affinity prediction. We apply these methods to peptides which bind the well-studied human MHC allele HLA-A*0201. A matrix which results from combining results of the two methods proved powerfully predictive under cross-validation. The new matrix was also tested on an external set of 160 binders to HLA-A*0201; it was able to recognize 135 (84%) of them.

INTRODUCTION

Mass vaccination, which takes account of herd immunity, is now regarded as the principal prophylactic measure against endemic infectious disease. Successful vaccination involves deliberate exposure to immunogens and induces protective immunity. Subsequent exposure to pathogens will engender an enhanced recall response that clears the disease and mitigates its pathological effects. Existing vaccines are based on killed or live-attenuated microorganisms or subunits purified from microbes. A new approach to vaccine development isolates pathogen-derived peptides from host cells and uses them to induce immunity. Thus, peptide vaccines target epitopes to which a protective response can be induced. A key limitation of the peptide approach is that it is coupled tightly to the peptide specificity of particular major histocompatabily complex (MHC) alleles, so that some peptides may fail to be universally effective at inducing protective immunity.

MHC proteins hold a key position in the immune system. They bind protein fragments and present them at the cell surface for recognition by T cells. On the basis of their biological properties and chemical structure, MHC proteins are grouped into two classes: class I and class II. Both classes are polygenic (many genes) and extremely polymorphic (many alleles for each gene). Peptides that bind to MHC class I proteins consist of 8–11 amino acids, although longer peptides up to 15 amino acids in length are now starting to be identified, and originate from two sources: self-proteins and antigenic proteins. Their processing pathway involves the degradation of proteins by the proteasome, followed by transport mediated by the transporter associated with antigen processing (TAP) protein to the endoplasmic reticulum, where peptides are bound by MHC class I molecules. MHC–peptide complexes are then exocytoosed to the cell surface, where they interact with T cells. The surface of T cells is enriched in a particular kind of receptor protein: the T-cell receptor (TCR), which acts by binding to peptide–MHC (pMHC) complexes expressed on the surface of other cells.

However, not all presented peptides are recognized by T cells. Those that are recognized are referred to as epitopes. Ligation of T-cell receptors by peptide–MHC complexes leads to many events downstream: clustering of TCRs, rapid segregation of signaling molecules into lipid rafts, and a whole swathe of complex intracellular events. Our understanding of the recognition process remains poor. The most crucial event is the phosphorylation of several residues in the CD3ζ chain, resulting in the activation of ZAP-70, which initiates further signaling. The activated T cell down-regulates surface TCR expression and up-regulates several surface markers, such as CD69 and CD25.

TCRs exhibit fine specificity for pMHC’s. The immune system expresses large numbers of different TCRs, each with its own pMHC specificity. The repertoire of dominant and nondominant TCR specificities is largely shaped by the infection and vaccination history of an individual. The number of TCRs present in appreciable quantities will, however, still be many orders of magnitude greater than the three different class I MHCs. Usually, little or nothing is known about the repertoire of TCR specificities.
Nonetheless, the pivotal event in epitope recognition is the formation of the ternary complex between TCR, peptide, and MHC. The binding of TCRs to pMHC is relatively weak (micromolar range) compared to peptide binding to the MHC (nanomolar range). Thus, peptide binding is a necessary, but not a wholly sufficient, condition for a peptide to be an epitope, and it is now accepted that workable T-cell epitope prediction methods depend on the accurate prediction of the most discriminatory step of the antigen presentation process: peptide binding to MHCs.

The accurate identification of T-cell epitopes is a critical step in the development of subunit and peptide-based vaccines. Typically, the first stage of such studies is the in silico identification of potential MHC binders from the sequence of a studied protein. This is followed by labor-, time-, and resource-consuming experiments which aim to verify the T-cell recognition of the predicted peptides. As the verity of initial in silico predictions improves, so subsequent experimental work should become more efficient and more successful.

In spite of its singular importance, the accurate prediction of T-cell epitopes has yet to be solved and remains a powerful challenge to bioinformaticians. As is well-known, a large number of computational approaches to the prediction of T-cell epitopes have been developed over the past 15 years. Recently, a new generation of methods for T-cell epitope prediction, which are based on integrated multistep approaches, have been developed. These methods are predicated upon reproducing key aspects of the antigen presentation pathway and using them to filter out potential peptides. Typically, three steps are modeled: proteasome cleavage, TAP transport, and MHC binding. These steps may be used in parallel or in a successive manner. EpiJen is such a multistep T-cell epitope prediction algorithm recently developed in our group. It is based on quantitative matrices applied successively to select epitopes and is available free online via http://www.jenner.ac.uk/EpiJen.

During the development of EpiJen models for MHC binding affinity prediction, two types of statistical methods were used depending on the available data. Quantitative data (continuous values like IC\textsubscript{50}'s) were available for certain alleles, while for the rest only the sequences of binders were known (discontinuous values). Binding models based on continuous values were derived by multiple linear regression (MLR) and those based on discrete values by discriminant analysis (DA). “Leave-one-out” cross-validation, and external validation tests, indicated a higher predictive rate for the DA models than for the MLR models.

These results have important potential consequences for the development of MHC peptide binding models and warrant independent investigation. In particular, we have sought to explore whether this behavior is a common observation or is an allele-specific feature. We undertook a comparative study on the predictability of DA- and MLR-derived quantitative matrices (QMs) based on a large external test set of peptides binding to the HLA-A*0201 protein. As a suitable system with which to compare these approaches, we chose the human MHC allele HLA-A*0201, which is by far the best studied class I human MHC molecule; it has, in relative abundance, both continuous and discrete peptide binding data. We found an approach combining both DA and MLR to offer significant advantages in peptide affinity prediction.

DATA SETS AND METHODS

Training Set. A total of 326 nonamers which bound to the HLA-A*0201 protein were obtained from the AntiJen database (http://www.jenner.ac.uk/AntiJen). This formed the positive training set (binders) for the DA model. In order to create a similarly sized negative training set (nonbinders), source proteins corresponding to the binders were processed using EpiJen models for proteasome cleavage, TAP, and MHC binding prediction. Only peptides with predicted pIC\textsubscript{50} values above 5.3 (IC\textsubscript{50} \textless 5000 nM) were selected. Binders were excluded. Only nonbinders with well-represented amino acids at each position (more than 15 times) were selected, resulting in a negative set of 321 nonbinders. The training set is given as Supporting Information.

Additive Method by DA–PLS. The training set consisted of 326 binders and 321 nonbinders. The additive method is described in details elsewhere. Briefly, each peptide was represented as a binary string of length 180 (9 positions \times 20 amino acids). A term is equal to 1 when a particular amino acid at a particular position is present and 0 when it is absent. As a dependent variable, binders were coded as a value of 1 and nonbinders took a value of 0. The matrix was solved using partial least squares (PLS) as implemented in SIMBYL, version 7.0. The optimum number of principal components (PCs) used to derive the model was defined as the number leading to the lowest standard error of prediction after “leave-one-out” cross-validation (LOO-CV). The prediction rate of the model was measured by LOO-CV using receiver operating characteristic (ROC) curves. The variables sensitivity (true binders/total binders) and 1-specificity (false binders/total nonbinders) were plotted at different thresholds, and the area under the curve (AUC\textsubscript{ROC}) was used as a quantitative measure of predictive ability. It can vary from 0.5 for a random prediction to 1.0 for a perfect prediction. The accuracy of the prediction [(true binders + true nonbinders)/total] at a threshold of 0.5 was also calculated. The non-cross-validated model was used to predict the binding affinity of peptides from the test set.

Test Set. The peptides included in the test set were collected from the SYFPEITHI database. Only nonamer peptides binding to the HLA-A*0201 allele were selected. All peptides already present in the training set were excluded. The final test set comprised 160 binders and their source proteins. This set was used to compare the predictive power of DA- and MLR-derived QMs. It is given as Supporting Information.

RESULTS

The DA-based QM for peptide binding affinity prediction to HLA-A*0201, developed in this study, is shown in Table 1. The optimum number of PCs is five. The LOO-CV gave AUC\textsubscript{ROC} = 0.889 and an accuracy of 85% at a threshold of 0.5. As the negative set was selected to have all amino acids at all positions, there are no missing values in the DA model, although a few amino acids are absent at the anchor positions in the positive set. This is a definite advantage compared to the MLR QM, which is based only on binders and many terms, particularly for anchor positions, are missing. In
combinations gave better predictions than the single QMs followed by DA. Results are shown in Table 2. All used in series: first DA followed by MLR, then MLR one, but in the successive combination, the matrices were the DA and MLR QMs: one parallel and two successive. In sensitivity of predictions, we tried different combinations of peptides. In order to reduce this number, and improve the methods indicated that one-third was comprised of different allele-specific.

observed superiority of the DA models seen previously is results was that the two QMs are equally predictive and the number of binders, the nonbinders in a protein is significantly higher than the bindings were 0.1 and 5.0, respectively. Only the top 5% of classifications, the thresholds for the proteasome cleavage and TAP was used offline to predict test set binders. In both predictions, the thresholds for the proteasome cleavage and TAP

DA-Derived QM for the Prediction of Affinity for Peptide Binding to the HLA-A*0201 Allele

<table>
<thead>
<tr>
<th>Aa</th>
<th>p1</th>
<th>p2</th>
<th>p3</th>
<th>p4</th>
<th>p5</th>
<th>p6</th>
<th>p7</th>
<th>p8</th>
<th>p9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ala</td>
<td>0.052</td>
<td>0.088</td>
<td>0.062</td>
<td>0.122</td>
<td>-0.025</td>
<td>0.049</td>
<td>0.061</td>
<td>0.016</td>
<td>0.417</td>
</tr>
<tr>
<td>Arg</td>
<td>0.153</td>
<td>-0.142</td>
<td>-0.053</td>
<td>0.192</td>
<td>-0.058</td>
<td>-0.166</td>
<td>-0.087</td>
<td>-0.007</td>
<td>-0.017</td>
</tr>
<tr>
<td>Asn</td>
<td>0.203</td>
<td>-0.284</td>
<td>-0.039</td>
<td>0.048</td>
<td>-0.103</td>
<td>0.030</td>
<td>-0.124</td>
<td>-0.178</td>
<td>-0.141</td>
</tr>
<tr>
<td>Asp</td>
<td>-0.141</td>
<td>-0.305</td>
<td>0.073</td>
<td>0.049</td>
<td>0.067</td>
<td>-0.179</td>
<td>-0.159</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cys</td>
<td>-0.265</td>
<td>-0.244</td>
<td>-0.230</td>
<td>-0.197</td>
<td>-0.234</td>
<td>-0.057</td>
<td>0.077</td>
<td>-0.161</td>
<td>0.234</td>
</tr>
<tr>
<td>Gin</td>
<td>0.029</td>
<td>0.095</td>
<td>-0.010</td>
<td>-0.154</td>
<td>0.198</td>
<td>0.060</td>
<td>0.027</td>
<td>0.023</td>
<td>-0.412</td>
</tr>
<tr>
<td>Gli</td>
<td>-0.242</td>
<td>-0.138</td>
<td>-0.107</td>
<td>0.107</td>
<td>0.031</td>
<td>-0.027</td>
<td>0.110</td>
<td>0.193</td>
<td>-0.295</td>
</tr>
<tr>
<td>Gly</td>
<td>0.051</td>
<td>-0.034</td>
<td>-0.053</td>
<td>0.041</td>
<td>0.004</td>
<td>-0.011</td>
<td>0.022</td>
<td>-0.018</td>
<td>-0.195</td>
</tr>
<tr>
<td>His</td>
<td>-0.178</td>
<td>-0.086</td>
<td>-0.032</td>
<td>-0.109</td>
<td>0.048</td>
<td>-0.167</td>
<td>-0.051</td>
<td>-0.052</td>
<td>-0.216</td>
</tr>
<tr>
<td>Ile</td>
<td>-0.006</td>
<td>0.274</td>
<td>0.195</td>
<td>0.091</td>
<td>-0.004</td>
<td>0.168</td>
<td>0.180</td>
<td>0.205</td>
<td>0.419</td>
</tr>
<tr>
<td>Leu</td>
<td>0.076</td>
<td>0.378</td>
<td>0.006</td>
<td>0.154</td>
<td>-0.077</td>
<td>0.001</td>
<td>0.091</td>
<td>0.122</td>
<td>0.478</td>
</tr>
<tr>
<td>Lys</td>
<td>0.105</td>
<td>-0.075</td>
<td>-0.250</td>
<td>-0.003</td>
<td>0.074</td>
<td>-0.131</td>
<td>-0.219</td>
<td>0.041</td>
<td>-0.012</td>
</tr>
<tr>
<td>Met</td>
<td>-0.133</td>
<td>0.348</td>
<td>-0.007</td>
<td>-0.253</td>
<td>-0.215</td>
<td>-0.062</td>
<td>-0.087</td>
<td>-0.202</td>
<td>0.063</td>
</tr>
<tr>
<td>Phe</td>
<td>0.170</td>
<td>-0.296</td>
<td>0.008</td>
<td>-0.050</td>
<td>0.002</td>
<td>0.108</td>
<td>0.171</td>
<td>0.005</td>
<td>0.070</td>
</tr>
<tr>
<td>Pro</td>
<td>-0.110</td>
<td>0.054</td>
<td>0.066</td>
<td>0.087</td>
<td>0.048</td>
<td>0.137</td>
<td>-0.066</td>
<td>0.038</td>
<td>-0.324</td>
</tr>
<tr>
<td>Ser</td>
<td>0.112</td>
<td>-0.150</td>
<td>0.120</td>
<td>0.082</td>
<td>-0.013</td>
<td>0.072</td>
<td>0.090</td>
<td>0.021</td>
<td>-0.033</td>
</tr>
<tr>
<td>Thr</td>
<td>0.077</td>
<td>0.373</td>
<td>0.106</td>
<td>-0.007</td>
<td>0.072</td>
<td>0.145</td>
<td>0.032</td>
<td>0.013</td>
<td>0.186</td>
</tr>
<tr>
<td>Trp</td>
<td>-0.162</td>
<td>-0.079</td>
<td>0.087</td>
<td>-0.229</td>
<td>0.158</td>
<td>-0.421</td>
<td>-0.365</td>
<td>-0.039</td>
<td>-0.322</td>
</tr>
<tr>
<td>Tyr</td>
<td>0.115</td>
<td>-0.039</td>
<td>-0.069</td>
<td>-0.028</td>
<td>0.001</td>
<td>0.086</td>
<td>0.035</td>
<td>0.074</td>
<td>-0.175</td>
</tr>
<tr>
<td>Val</td>
<td>0.094</td>
<td>0.263</td>
<td>0.126</td>
<td>0.059</td>
<td>0.027</td>
<td>0.125</td>
<td>0.055</td>
<td>0.084</td>
<td>0.435</td>
</tr>
</tbody>
</table>

*The constant for the model is −0.180. The model has AUCROC = 0.889 and an accuracy of 85% at threshold 0.5.

Table 2. Statistics for Predictions on the Test Set

<table>
<thead>
<tr>
<th>QM</th>
<th>model</th>
<th>true binders</th>
<th>false binders</th>
<th>true nonbinders</th>
<th>false nonbinders</th>
<th>sensitivity</th>
<th>specificity</th>
<th>accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>single</td>
<td>DA</td>
<td>126</td>
<td>3850</td>
<td>74 531</td>
<td>34</td>
<td>79</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>MLR</td>
<td>126</td>
<td>3850</td>
<td>74 531</td>
<td>34</td>
<td>79</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td>combined</td>
<td>parallel</td>
<td>135</td>
<td>3841</td>
<td>74 540</td>
<td>25</td>
<td>84</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>successive DA+MLR</td>
<td>132</td>
<td>3844</td>
<td>74 537</td>
<td>28</td>
<td>83</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>successive MLR+DA</td>
<td>133</td>
<td>3846</td>
<td>74 535</td>
<td>30</td>
<td>81</td>
<td>95</td>
<td>95</td>
</tr>
</tbody>
</table>

general, missing terms reduce the generality and prediction accuracy of the QM.5

The DA-based model was used to predict binders present in the test set. Results were compared with predictions made by a QM for HLA-A*0201 binding affinity prediction previously derived by MLR13 (Table 2). The EpiJen server contains this MLR QM and was used to make MLR predictions. For this purpose, source proteins corresponding to test set binders were processed using EpiJen. The MLR QM in EpiJen was then substituted by DA QM, and EpiJen was used offline to predict test set binders. In both predictions, the thresholds for the proteasome cleavage and TAP binding were 0.1 and 5.0, respectively. Only the top 5% of the predicted peptides were considered. Equal numbers for true and false binders and nonbinders were achieved by both models, with a sensitivity of 79%. Because the number of nonbinders in a protein is significantly higher than the number of binders, the specificity and the accuracy of the predictions were 95%. The conclusion drawn from these results was that the two QMs are equally predictive and the observed superiority of the DA models seen previously5 is allele-specific.

Analysis of the false nonbinders identified by the two methods indicated that one-third was comprised of different peptides. In order to reduce this number, and improve the sensitivity of predictions, we tried different combinations of the DA and MLR QMs: one parallel and two successive. In the parallel combination, the two matrices were merged into one, but in the successive combination, the matrices were used in series: first DA followed by MLR, then MLR followed by DA. Results are shown in Table 2. All combinations gave better predictions than the single QMs with the parallel combination being the best. The parallel model predicted 135 out of 160 binders (sensitivity of 84%), while the two successive models recognized 132 (sensitivity of 83%) and 130 (sensitivity of 81%) binders, respectively, for the DA+MLR and MLR+DA models. The parallel matrix replaced the old MLR QM formerly implemented in EpiJen.

DISCUSSION

One of the prime tasks for computational vaccinology is the improvement of methods for epitope prediction and identification. The accuracy of such prediction will impact greatly on the success of subsequent experimental work. This imperative has fueled considerable efforts to perfect epitope prediction, yet problems remain. Early and inaccurate methods addressed direct T-cell epitope prediction using methods based on amphipathicity14 or sequence patterns or “motifs”.15 Subsequently, a diverse range of methods have been developed which predict MHC binders instead of epitopes.16 First among such approaches was the use of peptide binding motifs,17,18 which sought to characterize the peptide specificity of different MHC alleles in terms of dominant anchor positions which express strong preferences for certain amino acids: that is, the well-known human class I MHC HLA-A*0201 has anchor residues at peptide positions p2 and p9. At p2, acceptable amino acids are Leu and Met, while at p9, acceptable amino acids are Val and Leu. Secondary anchors (residues favorable, but not essential, for binding) may also be present. Many papers have extended the list of motifs to include the specificity of many alleles from humans and other animals. However, despite their success, there are still many fundamental problems associated...
with the motif approach. The most significant such problem is that motifs produce many false positives, and probably also many false negatives, although peptides predicted to be inactive are seldom tested. Being motif-positive is neither necessary nor sufficient for a peptide to possess MHC affinity.

Obvious limitations in the performance of motifs have led many to seek other, better ways of predicting peptide—MHC affinity. Operating ostensibly at the sequence level, these methods utilize a rich variety of underlying methodologies: sequence profiles,20 QMs,21–23 and artificial intelligence techniques, such as artificial neural networks (ANNs)24–27 or hidden Markov models. Methods operating on the three-dimensional structure of peptides are also prevalent and include free energy scoring,28 threading,29 and 3D quantitative structure—activity relationship studies.30–32

The most recent development in epitope prediction has been the application of another artificial intelligence technique: support vector machines (SVM).33–35

In this paper, we have compared two fundamentally different approaches to generating predictive methods: DA and MLR. As before, we have used the well-studied human MHC allele HLA-A*0201 to exemplify our methodology. We derived QMs using DA and MLR methods and found them to be equally predictive. However, combining both matrices gave significantly better predictions. The new boosted matrix has been included in our recently launched server for T-cell epitope prediction: EpiJen. EpiJen is a reliable four-step algorithm and belongs to the next generation of in silico T-cell epitope prediction methods. These methods model the whole antigen processing pathway, including proteasome cleavage, TAP transport, and MHC binding. The advantages of such integrated methods are higher accuracy and a lower rate of false positive predictions; that is, the number of peptides that must be tested in order to identify true epitopes is reduced greatly.

All prediction methods share a common problem: the initial data set used for model development. The ideal set of data should be created by experimental design; it should cover all available chemical (or peptide) space, and it should be derived by the reproducible, automated screening of ligands. In general, such data is simply not available. Instead, one has to deal with quite diverse and miscellaneous data generated by different labs using different experimental methodologies. This complicates calculations, introduces noise into the models, and can greatly reduce the accuracy of prediction. Even when powerful robust statistical techniques like PLS, ANN, and SVM are applied to such data, the predictions can still be unsatisfactory.

Comparing the DA QM, developed in this study, with a previously derived MLR QM for HLA-A*0201 binding affinity prediction,13 several differences are apparent. Although they are built from almost identical sets of binders, they are very different. Agreement exists only for the anchor positions (p2 and p9). For other positions, no correlations exist. Indeed, certain amino acids make opposite contributions to affinity. For example, Gln, Arg, Ser, and Thr at position 1 are favored according to the DA QM and disfavored according to the MLR QM. The same is true for Ser, Thr, and Val at position 3; Ala, Ile, and Leu at position 4; and so forth. Practically speaking, these differences are due mainly to the set of nonbinders used by the DA. Despite these differences, however, both QMs perform equally well. Two-thirds of false nonbinders, as predicted by DA and MLR QMs, are common. Combining the matrices aims to reduce the number of different false nonbinders found in the other third. This new QM was implemented in the EpiJen server and is freely accessible via the URL http://www.jenner.ac.uk/EpiJen.

Conceptually, these differences arise, in part, because they are attempting to predict different quantities. MLR is trying to model a continuous real value while DA is undertaking classification. The MLR model will weight contributions from high-affinity peptides more than lower-affinity peptides. DA will weight contributions equally according to class. Thus, DA may produce models that better represent mean class membership and thus have different residue-by-residue contributions within its QM.

DA outperforms MLR under certain conditions, but not, as we have shown, in all circumstances. This may reflect problems with the data, which, in general, have not been designed to cover all available chemical (peptide) space. It may also be related to the differences in the type of data we are exploring. Since DA is classifying by class, it can use alternate data sources equally. This is another practical advantage to using DA. For example, any affinity measure can be used to identify binders, be that an IC50 value or a half-life or a BL50 value. Likewise, a peptide eluted from a cell-surface MHC must obviously be bound, with reasonable affinity, before being eluted. Any peptide found, from, say, overlapping peptide scanning, to be an epitope must, again, have been bound by an MHC prior to being recognized. Thus, all of these conceptually distinct means of classification yield equivalent definitions of binder versus nonbinder. This allows a DA-based approach to rationalize a much wider array of data. This is a potentially useful feature of such an approach, though not one exploited in our controlled analysis, as presented here. By combining multiple data sources for binders with the EpiJen-based definition of nonbinders, we can envisage the development of much more robust, much more general, much more complete—and thus much more successful—future methods for the prediction of MHC binders.

In conclusion, DA- and MLR-derived QMs for affinity prediction of peptide binding to HLA-A*0201 are, in terms of sensitivity, specificity, and accuracy, equipotent in their predictive power. The parallel combination of both matrices gives better prediction results, achieving a sensitivity of 84%. The combination of methods outlined in this paper points the way to significant future advances in the accurate prediction of peptide—MHC binding affinity.
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